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COURSE OUTLINE

. WHAT IS DATA?

DATASET, OBJECT, ATTRIBUTE

. STATISTICAL DESCRIPTION OF DATA
DATA VISUALIZATION

DATA SIMILARITY AND DISSIMILARITY
DATA QUALITY
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Excellence M. Kamber and J. Pei, “Data Mining: Concepts and Techniques” and P. Tan, M. Steinbach, and V.
Kumar "Introduction to Data Mining”.
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Collection of data objects and

their attributes

An attribute is a property or
characteristic of an object

— Examples: eye color of a person,
temperature, etc.

— Attribute is also known as

variable, field, characteristic, or
feature Objects

A collection of attributes
describe an object

<

— Object is also known as record,
point, case, sample, entity, or
instance

Exploring Data

What is Data?

Attributes
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Tid Refund Marital
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Yes
No
No
Yes
No
No
Yes
No
No
No

Status

Single
Married
Single
Married
Divorced
Married
Divorced
Single

Married

Single

Taxable

~

Income Cheat

125K
100K
70K
120K
95K
60K
220K
85K
75K
90K

No
No
No
No
Yes
No
No
Yes
No

Yes
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» There are different types of attributes CATEGORICAL

— Nominal
« Examples: ID numbers, eye color, zip codes
— Ordinal

« Examples: rankings (e.g., taste of potato chips on a scale from
1-10), height in {tall, medium, short}, professional rank
{assistant, associate, professor}

NUMERIC

h-21 Exploring Data 5

— Numeric: Interval
« Examples: calendar dates
— Numeric: Ratio

« Examples: monetary quantities, counts, age, mass, length,
electrical current
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* The type of an attribute depends on which of

the following properties it possesses:

— Distinctness: = #
— Order: < >
— Addition: + -

— Multiplication: *

— Nominal attribute: distinctness

— Ordinal attribute: distinctness & order

— Interval attribute: distinctness, order & addition
— Ratio attribute: all 4 properties

Exploring Data 6
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Discrete Attribute
e Has only a finite or countably infinite set of values
* Examples: zip codes, counts, or the set of words in a collection of

documents
"

* Often represented as integer variables.
* Note: binary attributes are a special case of discrete attributes

"

Continuous Attribute
e Has real numbers as attribute values
e Examples: temperature, height, or weight.

People * Practically, real values can only be measured and represented using a finite
I ti . .
s number of digits.

Excellence
* Continuous attributes are typically represented as floating-point variables.

24-Jun-21 Exploring Data 7
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 Record
— Data Matrix
— Document Data
i — Transaction Data

* Graph
™ — World Wide Web
v — Molecular Structures
 Ordered
People Spatlal Data

Innovation
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— Temporal Data
— Sequential Data
— Genetic Sequence Data

24-Jun-21 Exploring Data 8
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 Data that consists of a collection of records, each of which
consists of a fixed set of attributes

Tid Refund Marital Taxable
Status Income | Cheat

1 |Yes Single 125K No
2 |No Married |100K No
3 [No Single 70K No
4 |Yes Married |120K No
5 |No Divorced |95K Yes
I‘:‘Gn°°li':ﬁ°n 6 |No Married |60K No
Excellence 7 |Yes Divorced 220K No
8 [No Single 85K Yes
9 |No Married |75K No
10 |No Single 90K Yes

24-Jun-21 Exploring Data 9
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» If data objects have the same fixed set of numeric attributes, then the
data objects can be thought of as points in a multi-dimensional space,
where each dimension represents a distinct attribute

Data Matrix

« Such data set can be represented by an m by n matrix, where there are m

- rows, one for each object, and n columns, one for each attribute

Projection
People of x Load
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Projection
of y load

Distance

Thickness

10.23

5.27

12.65
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« Each document becomes a term' vector,
— each term is a component (attribute) of the vector,
= — the value of each component is the number of times the

i wp corresponding term occurs in the document.
— (@) (73] (o) _ =4 %
18 |<=| 8|8 |8 |-s|3|3]¢2
3 S = ® o) - g =
People
Innovation Document 1 3 0 5 0 2 6 0 2 0 2
Excellence
Document 2 0 7 0 2 1 0 0 3 0 0
Document 3 0 1 0 0 1 2 2 0 3 0

24-Jun-21 Exploring Data 11
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» A special type of record data, where

— each record (transaction) involves a set of items.

— For example, consider a grocery store. The set of products

. purchased by a customer during one shopping trip constitute a
- transaction, while the individual products that were purchased
are the items.

TID Items

Pecili 1 Bread, Coke, Milk

Elires 2 Beer, Bread
3 Beer, Coke, Diaper, Milk
4 Beer, Bread, Diaper, Milk
5 Coke, Diaper, Milk
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Graph Data

« Examples: Generic graph and HTML

<a href="papers/papers.html#bbbb">

Data Mining </a>

<li>

<a href="papers/papers.html#aaaa">

Graph Partitioning </a>

<li>

<a href="papers/papers.html#aaaa">

Parallel Solution of Sparse Linear System of Equations </a>
<li>

<a href="papers/papers.html#ffff">

N-Body Computation and Dense Linear System Solvers

Exploring Data 13
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» Benzene Molecule: C H,
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« Genomic seguence data

GGTTCCGCCTTCAGCCCCGCGCC
CGCAGGGCCCGCCCCGCGCCGTC
, GAGAAGGGCCCGCCTGGCGGGCG
™ GGGGGAGGCGGGGCCGCCCGAGC
CCAACCGAGTCCGACCAGGTGCC
CCCTCTGCTCGGCCTAGACCTGA
- GCTCATTAGGCGGCAGCGGACAG
oo GCCAAGTAGAACACGCGAAGCGC
TGGGCTGCCTGCTGCGACCAGGG

24-Jun-21 Exploring Data 15
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Spatio-Temporal Data

Average Monthly
Temperature of land
and ocean

Ordered Data

Exploring Data
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Motivation

— To better understand the data: central tendency, data dispersion
Central tendency characteristics

— mean, median, and mode

Data dispersion characteristics

— quartiles, interquartile range (IQR), and variance

People
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Dispersion

Central ?ndency

24-Jun-21 Exploring Data 17
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n
- Mean (algebraic measure) (sample vs. population): X = lz X —2

— Weighted arithmetic mean: 3 = éw.x. /éw.

i=1 i=1

— Trimmed mean: chopping extreme values

« Median: A holistic measure

— Middle value if odd number of values, or average of the middle two values otherwise

n/2—($:f)l)c

— Estimated by interpolation (for grouped data):

. Mode median=L, +( f
People median
Innovation — Value that occurs most frequently in the data

Excellence

— Unimodal, bimodal, trimodal

— Empirical formula (unimodal) :
mean—mode = 3x (mean—median)

24-Jun-21 Exploring Data 18
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Median, mean and mode of symmetric, positively and negatively
skewed data

===
oD0
2o
o5 S
S

[ i
Median

Exploring Data 19
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Quartiles, outliers and boxplots

— Quartiles: Q, (25t percentile), Q; (75t percentile)
— Inter-quartile range: IQR = Q;—Q,
— Five number summary: min, Q;, M, Q;, max

— Boxplot: ends of the box are the quartiles, median is marked, whiskers, and

plot outlier individually
— Outlier: usually, a value higher/lower than 1.5 x IQR
Variance and standard deviation (sample: s, population: o)
— Variance: (algebraic, scalable computation)

— Standard deviation s (or o) is the square root of variance s2(or o2

Exploring Data 20
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* Five-number summary of a distribution:

Minimum, Q1, M, Q3, Maximum

* Boxplot

Data is represented with a box

The ends of the box are at the first and third quartiles,
i.e., the height of the box is IRQ

The median is marked by a line within the box

Whiskers: two lines outside the box extend to
Minimum and Maximum

Exploring Data

Max

Standard deviation

Min

o2 Co O

Outliers

Q3

Mean

Q1

21



Visualization of Data
BINUS Dispersion: Boxplot Analysis
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* Graph displays of basic statistical class descriptions

— Frequency histograms

* A univariate graphical method
* Consists of a set of rectangles that reflect the counts or frequencies of

6000
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=
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£
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People b
Innovation =i
Excellence é 2000

40-59 60-79 80-99 100-119 120-139
Unit Price (8)
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* Displays all of the data (allowing the user to assess both the overall
behavior and unusual occurrences)

* Plots quantile information

— For a data x; data sorted in increasing order, f;

;’ indicates that approximately 100 f% of the data
-~ 140 -

C
o~ :ig - vosee??
— 3
S 80 00”’.”
- set®?
People 260 - .,000”
Innovation = L2
Excellence .'g 40 ".
20 -
0 1 1§ 1 1
0.000 0.250 0.500 0.750 1.000
f-value
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Graphs the quantiles of one univariate distribution against the
corresponding quantiles of another

Allows the user to view whether there is a shift in going from one
distribution to another

120 A
110 A
100 -
90 <
80
70
60 -
50

Branch 2 (unit price $)

40 50 60 70 80 90 100 110 120

Branch 1 (unit price $)
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* Provides a first look at bivariate data to see clusters of points, outliers,
etc

* Each pair of values is treated as a pair of coordinates and plotted as
points in the plane

700
600 - K :wso 3
500 - ¢ L Y e
8 400 - £
- s .
E 300 - %,° ®
People o=t &
Innovation 200 -
Excellence 100 -
0 | I | | | | |
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 Adds a smooth curve to a scatter plot in order to provide better
perception of the pattern of dependence

* Loess curve is fitted by setting two parameters: a smoothing parameter,
and the degree of the polynomials that are fitted by the regression

700 -
600
500
400
300 -
200
100

0 T | T T T T
0 20 40 60 80 100 120 140

Unit price (8)

Items sold
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« Similarity
“g; | — Numerical measure of how alike two data objects are.
i _.,’ — Is higher when objects are more alike.
= — Often falls in the range [0,1]
"« Dissimilarity
— Numerical measure of how different are two data objects
— Lower when objects are more alike
Sl — Minimum dissimilarity is often O

Excellence . . .
x — Upper limit varies

* Proximity refers to a similarity or dissimilarity

24-Jun-21 Exploring Data 29
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 Euclidean Distance

b SR L Y
A dist= kzl(pk Ok)

Where n is the number of dimensions (attributes) and p, and g,

are, respectively, the k" attributes (components) or data
Pécple’ objects p and q.

Innovation
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« Standardization is necessary, if scales differ.

24-Jun-21 Exploring Data 30
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% Minkowski Distance is a generalization of
~ Euclidean Distance

1

[ ] n o

dist=( Z| px = [')"
k=1

People

Innovation Where r is a parameter, n is the number of dimensions

Excellence

(attributes) and p, and g, are, respectively, the kth
attributes (components) or data objects p and q.

24-Jun-21 Exploring Data 31
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r=1. City block (Manhattan, taxicab, L, norm)
distance.

— A common example of this is the Hamming distance, which is just the
number of bits that are different between two binary vectors

r = 2. Euclidean distance

r— 0. “supremum” (L., norm, L _norm) distance.

— This is the maximum difference between any component of the
vectors

Do not confuse r with n, 1.e., all these distances are
defined for all numbers of dimensions.

Exploring Data 32
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Common situation is that objects, p and g, have only
binary attributes

Compute similarities using the following quantities
My; = the number of attributes where p was 0 and q was 1
M;, = the number of attributes where p was 1 and q was O
Mg, = the number of attributes where p was 0 and q was O
M,; = the number of attributes where p was 1 and q was 1

Simple Matching and Jaccard Coefficients
SMC = number of matches / number of attributes

= (Mg + Mgo) / (Mg + My + My, + Myp)

J = number of 11 matches / number of not-both-zero attributes values
- (Mll) / (M01 + My + M11)

Exploring Data 33
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p=1000000000
g=0000001001

|

M, =1 (the number of attributes where p was 1 and q was 0)
Mg = 7 (the number of attributes where p was 0 and q was 0)
M;; =0 (the number of attributes where p was 1 and q was 1)

De’ j
X: "” Moy = 2 (the number of attributes where p was 0 and q was 1)
-

People SMC = (Mll + MOO)/(M01 + MlO + Mll + I\/IOO)
s = (0+7) / (2+1+0+7) = 0.7

J=(M)/ (My; +M_,+M,)=0/(2+1+0)=0

24-Jun-21 Exploring Data 34
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If d, and d, are two document vectors, then
cos(d,, dy )= (dyed;)/ [1d[] [1d,]1,

where e indicates vector dot productand || d || is the length of vector d.

Example:

d,=3205000200
d,=1000000102

d,ed,=3*1+2*0+0*0+5*0+0*0+0*0+0*0+2*1+0*0+0*2=5

|1d, || =(3*3+2*2+0*0+5*5+0*0+0*0+0*0+2*2+0*0+0*0)%>
=(42) %> =6.481
| 1d,|| = (1*1+0*0+0*0+0*0+0*0+0*0+0*0+1*1+0*0+2*2) 0>
= (6) 05 = 2.245

cos(d, d,)=.3150

Exploring Data 35



o

P
0 r

% 3

o

uBr!r\‘/gaglrv Data Quallty

ONLINE
LEARNING

e

What kinds of data quality problems?
How can we detect problems with the data?
What can we do about these problems?

Examples of data quality problems:
— Noise and outliers

People — Missing values

— Duplicate data

Innovation
Excellence
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Noise

Noise refers to modification of original values

— Examples: distortion of a person’ s voice when talking on a poor phone
and “snow” on television screen

15

0.2 0.4 0.6
Time (seconds)

Two Sine Waves

0.8

Exploring Data

0.2 0.4 06 0.8 ]
Time (seconds)

Two Sine Waves + Noise
37
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« Qutliers are data objects with characteristics that are
considerably different than most of the other data
objects in the data set
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* Reasons for missing values
e — Information is not collected

) ‘ (e.g., people decline to give their age and weight)
2 ) — Attributes may not be applicable to all cases
™ (e.g., annual income is not applicable to children)
« Handling missing values
— Eliminate Data Objects
maio  — Estimate Missing Values
— Ignore the Missing Value During Analysis

— Replace with all possible values (weighted by their
probabilities)

24-Jun-21 Exploring Data 39
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« Data set may Include data objects that
are duplicates, or almost duplicates of
one another

™ — Major issue when merging data from heterogeous
sources
« Examples:
Eccuence — Same person with multiple email addresses

« Data cleaning
— Process of dealing with duplicate data issues

24-Jun-21 Exploring Data 40
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« Data is collection of objects and their attributes.

« Type of Attribute : Nominal, Ordinal, Interval and Ratio.

« Data can be Discrete or Continuous.

= « Several type of dataset structure are presented.
- . Statistical description is used to know the central tendency and
data dispersion.
. « Data visualization to make better understanding about data.
eople

movation e Sayeral distance formulae to measure similarity/dissimilarity.

Excellence

« Data quality influences the results in data analysis.

24 June, 2021 Introduction 41
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